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Part 1: Large Language Models — Introduction

1. Background

2. Recent developments in LLMs

3. Example Applications
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Language Models: What are they?

A language model (LM) is a probability distribution over sequences of tokens.
— Suppose a vocabulary consists of the words {ate, ball, cheese, mouse, the}.
— A language model might assign:

— Probability(the, mouse, ate, the, cheese) = 0.05,

— Probability(the, cheese, ate, the, mouse) = 0.01,

— Probability() = 0.0001, ...

Generation samples a sequence from the language model for a probability.

Autoregressive language models allow efficient generation of a completion
given a prompt; a temperature parameter can control randomness

Entropy (1948), N-gram models (1970), neural language models (2003)

Source: https://stanford-cs324.github.io/winter2022
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Recent Developments in Language Models

Aj = A A A A
= Recurrent Neural Networks (RNNs) % %H o _
— Conditional distribution of a token depends on @P? o
. / ) T i
entire context ‘ NENEE il [ iin
— Hard to train ® e e
Source: http://colah.github.io/posts/2015-08-
- Transformers (2017) Understanding-LSTMs/

— Fixed context length n (2048, for GPT-3)

— Easier to train, exploits GPU parallelism

Masked language models (e.g., BERT and RoBERTa)
Emergence (scaling up), stand-alone capabilities

Source: https://stanford-cs324.github.io/winter2022

Figure 1: The Transformer - model architecture.

Source: https://arxiv.org/abs/1706.03762
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Lifecycle of a Language Model

1. Collect training data (e.g.,, Common Crawl).
2. Train a large language model (e.g., GPT-3).
3. Adapt it to downstream tasks (e.g., dialogue).

4. Deploy the language model to users (e.g., customer service chatbot).

Source: https://stanford-cs324.github.io/winter2022/lectures/legality/

Morgan Lewis (1)



Perhaps A Second Al Explosion is Underway

10T
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Table 1. Selection of known, record-breaking language models based on the Transformer architecture

Source: Al 2022: The Explosion, Coatue Venture

Morgan Lewis

Model Year of release Company Number of parameters

GPT 2018 OpenAl 110 million

BERT 2018 Google 340 million

GPT-2 2019 OpenAl 1.5 billion

MegatronLM 2019 NVIDIA 8.3 billion

Turing-NLG 2020 Microsoft 17 billion

GPT-3 2020 OpenAl 175 billion

TE-XXL 2021 Google 1.6 trillion

WuDao 2.0 2021 Beijing Academy of Artificial Intelligence 1,75 trillion
Source:

https://journals.sagepub.com/doi/full/10.1177/20539517211047734
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Perhaps A Second AI Explosion is Underway

Hate speech prevalence
parking on a hill with no curb

BEFORE AFTER

0.10%

Al

o.0x

A Wave Of Billion-Dollar
Language Al Startups Is Coming

whiE

XLM/XUMR MODEL

Parking on a Hil

REINFORCED INTEGRITY OPTIMIZER

LINFORMER
+ HODEL CONSOLIDATION
HETA Al FEW-SHOT LEARNER
+IMPROVED PERSONALIZATION b
In i
oth
032030 a4 202 @200 02202 a3y 20m
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Ethical and social risks of harm from
Language Models

ng | The world that Bert built
Huge “foundation models” are turbo-charging Al
progress

Laura Weidinger', John Mellor', Maribeth Rauh', Conor Griffin', Jonathan Uesato’, Po-Sen Huan;
Cheng!, Mia Glaese', Borja Balle!, Atoosa Kasirzadeh!, Zac Kenton', Sasha Brown!, Wil Hawi
Stepleton’, Courtney Biles', Abeba Birhane!#, Julia Haas', Laura Rimell', Lisa Anne Hendricks!,
Isaac’, Sean Legassick!, Geoffrey Irving! and Iason Gabriel!

IDeepMind, 2California Instinte of Technology, University of Toronto, *University College Dublin

Abstract

This paper aims to help structure the risk landscape associated with large-scale Language Models (LMs). In . — . " .
order to foster advances in responsible innovation, an in-depth understanding of the potential rsks posed by They can have abilities their creators did not foresee
these models is needed. A wide range of established and a ated risks are analysed in detail, drawing on
multidisciplinary literature from computer science, linguistics, and social sciences

)21

]|

| Play ()

> ) uessss B & Yolbe []’

‘The paper outlines six specific rik areas: L. Discrimination, Exclusion and Toxicity, I Information Hazards, IIL
Misinformation Harms, V. Malicious Uses, V. Human-Computer Interaction Harms, VI, Automation, Access, Jun nth 2022
and Environmental Harms.

Dec

Source: Microsoft Al blog Source: https://arxiv.org/pdf/2112.04359.pdf Source: The Economist
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Sample Research Publications
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Figure 1: The Transformer - model architecture.
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DATA
GitHub CodeContests | Codefozces Lerge set Selected
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Figure 4| Overview of AlphaCode.

@ No Language Left Behind 200+ Low-Resource Languages

0O O studies with Speakers Automatic Dataset State-of-the-Art f Automatic & Human Evaluation
OB of Low-Resource Creaticn for Hundreds {e} Models for 200 ) with FLORES-200 and
Languages of Languages Lancuages Toxicity-200
A
l Language —# Monclingual — LASER3 \ I Improved Regularized Distillation Cumcu\um\
Low-Resource BT MoE

Identification Pipeline

Figure 1: No Language Left Behind: Our low-resource translation effort focuses on four
cornerstones. (1) We strive to understand the low-resource translation problem from the
perspective of native speakers. (2) We study how to automatically create training data to
move low-resource languages towards high-resource. (3) We utilize this data to create
state-of-the-art translation models. (4) We evaluate every language we aim to translate.




Developments in Generative Al

A painting of a “A watercolor painting of a “A shirt with the inscription:

“Iove generative models!” '
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Figure 3. We condition LDMs either via concatenatio
more general cross-attention mechanism. See Sec. 3.3

-image synthesis, LDM-8 (KL), which was trained on the

This is what ketchup locks to Al|

Source: Stable Diffusion’s web interface, Dream Studio
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Example Applications of Language Models

What is Vectara?

It’s Like Joining Every
How D wors Sales Call (Only Better)
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Part 2: Open Source, Patents, Publications and

Copyrights

1. Impact of Open Source and Licensing Frameworks

2. Designing around patents, patent protection

3. Publications — Authors and Inventorship Issues

4. Copyright protection for LLMs
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Open Source versus Proprietary LLMs

Morgan Lewis (18)



Open Source versus Proprietary Generative Al
(Text-to-Image)

Morgan Lewis (19)



Open Source Could Eat Al

e Release of open-source models by Google, Meta, Open Al (not State-of-The-Art)
e Creation of open-source datasets (e.g., LAION-5B, The Pile (Eleuther Al))

e New scaling laws
— Training data matters as much as size,
— Larger models like GPT-3 is under-trained

o Better hardware from Nvidia, etc.
e Training cost are falling
e Smaller models

e Better prompt techniques

Morgan Lewis (20)



Open Source Could Eat Al
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Open-Source Licenses for LLMs (RAIL)

License

GNU Affero General Pu

Apache 2.0

40

Creative Commons Zer
MIT License

RAIL Licenses
OpenRAIL-D
OpenRAIL-
OpenRAIL-M
OpenRAIL-S

I=

Creative Commons Attr

Licensor permits modification and Licensor requires source code be disclosed when re-
redistribution used
iblic Licensev3.0  Yes Yes
(e No
ibution Share Alike
Yes No
01.0 Universal Yes No
Yos No
May or May Not May or May Not
Yes N/A
Yes No
Yes No
Yes No

Licensee must include copyright
notice

Yes

Yes

Yos

No

Yas
Yes
N/A
N/A
Yes
Yes

Licensor includes Use
Restrictions
Na (OS]

No (0S)
No (CC)

No (CC)
Na (OS]
Yos
Yos

\

fos
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Source: https://www.licenses.ai/blog/2022/8/18/naming-convention-of-responsible-ai-licenses




Open-Source Licenses for LLMs (RAIL)

Author: Danish Contractor, co-author of the BigScience OpenRAIL-M and chair of the R
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Example Licenses for Data

Creative Commons Zero (CCO0), Creative Commons Attribution 4.0 (CC-BY),
Montreal Data License (MT-DL)

Microsoft

— Open Use Data Agreement (O-UDA), Computational Use Data Agreement (C-UDA), Data Use
Agreement for Open Al Model Development (DUA-OAI)

e Linux Community

— Community Data License Agreement — Sharing (CDLA-Sharing), Community Data License
Agreement — Permissive (CDLA-Permissive)

Open Data

— Open Data Commons Open Database License (ODC-ODL), Open Data Commons Attribution
License (ODCBY), and Open Data Commons Public Domain Dedication and License (ODC-PDDL)

Morgan Lewis (24)



Designing Around LLM-Related Patents

» “Designing around a software patent may involve eliminating
=  SylembmigngAomiNINE.. 1 /4 | — one step of a patented algorithm or substituting one step
with a comparable step that provides equivalent or
acceptable performance.”

Designing Around Patents on Machine Learning and NLP Technology

— » “Often a design around involve recognizing unnecessary
A patent allows a company to exclude competitors and others from making, using, or selling the patented ste ps a Iawyer has i ntrod uced i nto a pate nt- ”

technology. Patents are an important part of the high tech sector. Companies such as IBM, Google,
Microsoft, Apple, and Amazon each are granted thousands of new patents every year, and often become
involved in patent battles costing tens or hundreds of millions of dollars.

Software can be designed to avoid the reach of particular patents, sometimes with modest or even trivial . - Des'g n I ng arou nd a patent can be Vlewed as a pUZZIe or
modifications by the savvy software designer. This valuable skill requires understanding both the basics of ga me th at req u I res CreatIVIty, Softwa re acumen , some

patents as well as algorithm and software design principles. Designing software that escapes the reach of

patents can help a company avoid legal liability. Moreover, 1t can allow the developer to create free and open kn OWIedge Of patents’ a nd u ndersta nd i ng the intended use Of

source substitutes for expensive patented software. For example, appropriately designed open source »
software can replicate the functionality of a patented system while also avoiding the patent’s reach. These a SOftwa re SyStem .

software-patent design skills are increasingly valuable to technology companies. However, because the vast
majority of computer science programs do not teach these skills, companies have difficulty finding software

oo i il « “The design objective is to replicate the benefits of the
patented algorithm by changing the design in surprising ways.”

Morgan Lewis (25)



Designing Around LLM-Related Patents —

Is it that easy? Get a Non-Infringement Opinion.

 Avoiding a claim limitation requires knowing how to interpret that limitation properly.
 Claim scopes may require a full lawsuit to determine, even though there is little ambiguity.
« Proper claim term interpretation requires a knowledge of the rules of claim construction.

« Even when a limitation is not literally present, a method can still infringe under the Doctrine of Equivalents if the
method has an equivalent for the missing element.

* Prosecution history estoppel. The Doctrine of Equivalents is not available when the patent contains a
statement denying equivalence, or if the patent owner made an amendment or argument to obtain allowance of
the claim, and that argument or amendment is inconsistent with the desired equivalence.

« Where claims are amended, "the inventor is deemed to concede that the patent does not extend as far as the
original claim" and the patentee has the burden of showing that the amendment does not surrender the
particular equivalent. To succeed, then, the patentee must establish that: (1) the equivalent was unforeseeable at
the time the claim was drafted; (2) the amendment did not surrender the particular equivalent in question; or (3)
there was some reason why the patentee could not have recited the equivalent in the claim.” Festo Corp. v.
Shoketsu Kinzoku Kogyo Kabushiki Co., 535 U. S. 722 (2002)

Morgan Lewis (26)



Publications — Authors and Inventorship Issues

LaMDA : Language Models for Dialog Applications

Attention Is All You Need
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Publications — Authors and Inventorship Issues

(Patent Applications Filed after Publications Where At Least One Author is Named Inventor)

38 (95)
(Google)
AU, CN, US,
KR, JP, TW,

Attention Is All You Need

6 Dec 2017

PCT

RoBERTza: A Robustly Optimized BERT Pretraining Approach

Yinhan Liu®  Myle Ott*® Naman Goyal'*  Jingfei Du** Mandar Joshi’
Dangi Chen® Omer Levy® Mike Lewis’ Luke Zettlemoyer™ Veselin Stoyanov®

* Paul G. Allen School of Computer Science & Engineering,
University of Washington, Seattle. WA
{mandar90, 1sz}@cs.washington.edu

! Facebook Al No Language Left Behind:
& Scaling Human-Centered Machine Translation

A Generalist Agent

@ DeepMind o
1 5 (23) gfp“ﬁlzgf(—)ig:n-l-e‘.’d Code Generation with None yet -
(DeepMind, Google) =
US, P, IN, PCT SR

Source: Derwent Innovation

o (Notes: (a) Data does not include applications filed by other entities, e.g., when authors may have moved),
MOI‘gdn LeW|S (b) Patent families in US, EP, CN are provided first (followed by number of applications anywhere in parenthesis) @



Publications — Authors and Inventorship Issues

(Big tech, co-authorship and co-patenting)

Table 4. Co-authorship versus co-patenting as evidence of knowledge predation

Publications | Co- * AP % of co- o 2
: %  Co- | granted authorship
Company | (until 2019 | authored horshi : | owned P
included) | papers authorship | patents (unti patents versus  co-
' 2017 included) ownership
Amazon | 824 719 87.3% | 10063 0.1% 87257
Ticros 5 1677 o] T 0/
Microsoft | 17403 13622 18.3% | 76109 0.2% 30132
) 5305 3% | 25538 3%
‘(’nngle 6447 0 §2.3% [ 25538 0.3% ‘21429 ‘

Source: Authors’ calculation based on Web of Science and Derwent Innovation

Table 5. Microsoft, Google and Amazon’s top co-authors (2014-2019)

Microsoft

Google

Amazon

Umiversity of Califorma

Umiversity of Califorma

Umiversity of Califorma

University of Washington

Stanford University

Microsoft

University of  Science

Technology of China

&

Microsoft

University of Washington

MIT MIT Google
Tsinghua University Harvard IBM

Georgia Institute of
Umiversity of London Carnegie Mellon Umiversity | Technology

Carnegie Mellon University

University of [llmois

Carnegie Mellon University

Google

University of Washington

University of Texas

Stanford University

IBM

MIT

ETH Zurich

New York University

Indian Inst of Technology

Source: Web of Science.

Source: Big tech, knowledge predation and the implications for development, C. Rikap, B. Lundvall, published 7 December 2020

Morgan Lewis
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Web of AI-Related Publications —

How do inventors and companies keep up?

Ald-related publications worldwide 2016-2020, by country

Published by Bergur Thormun 0, Mar 17, 2022

Number of artificial intelligence (Al) publications worldwide from 2016 to 2020, by
country
(frr 7,000s)

f

Semi-supervised Sequence Learning
context2Vec
Pre-trained seq2seq

ULMFIT —— ELMo 7|\

Muhi-Jingual <

Larger model
More data

MultiFiT

(‘1'oss-lingl12/ BERT GPT2 Defense Grover
Multi-task
i%l)al\; Knowledge G'mph i
i s
MEDNN o  cermibion T \ Whole-Word Masking
Knowledge |distillation UniLM prmspmerXL .
Spay/prediction & Vlde(:]]?fRT %
MT-DNNkp Longer tifme ViLBERT _‘&
Remoye NSP ERNIE /i N
. VisualBERT ERNIE (Baidu)
(Tsinghua) B2T2 BERT.
SpanBERT Al Unicoder-VL wwm
RoBERTa Neural |entity linker LXMERT
VL-BERT
KnowBert UNITER By isozhi Wang & Zhengyan Zhang @THUNLP

Source: statista.com

Morgan Lewis

Source: https://github.com/thunlp/PLMpapers




Publications — Authors and Inventorship Issues

« An inventor is any person who conceived of the invention. MPEP 2137.01 (I).
» An inventor must contribute to the conception. MPEP 2137.01 (II).

« The inventor is “the individual or, if a joint invention, the individuals collectively
who invented or discovered the subject matter of the invention.” 35 U.S.C. §
100(f).

How is an author different from an inventor?

Inventors are determined by contribution to the claims and not contribution to the
specification.

« Authors are typically determined based on contribution to the disclosure.

Morgan Lewis (31)



Publications — Authors and Inventorship Issues

« An inventor is not required to make the product or perform the process.

« Difficulties arise in separating members of a team effort, where each
member of the team has contributed something, into those members that
actually contributed to the conception of the invention, such as the physical
structure or operative steps, from those members that merely acted under
the direction and supervision of the conceivers. MPEP 2137.01 (IV).

« The initial list of inventors is provided when a patent application is filed. 35
U.S.C. § 115(a).

« The list may change as the patent application is examined, as claims are elected,
added, amended or cancelled. The list can be corrected when the application is
pending using the procedure described in 35 CFR § 1.41(b).

Morgan Lewis (32)



Publications — Joint Inventorship Issues

« “When an invention is made by two or more persons jointly, they shall apply for
patent jointly and each make the required oath, except as otherwise provided in
this title. Inventors may apply for a patent jointly even though (1) they did not
physically work together or at the same time, (2) each did not make the same
type or amount of contribution, or (3) each did not make a contribution to the
subject matter of every claim of the patent. 35 U.S. Code § 116.

« Inventors are subject to a duty of disclosure under 37 C.F.R §1.56 and to the
best mode requirement of 35 U.S.C. § 112(a).

Morgan Lewis (33)



Inventorship — Why Bother?

(And not to be confused with AI inventorship)

* Anissued patent can be invalidated due to improper inventorship. See, e.g., Jamesbury
Corp. v. United States, 518 F.2d 1384 (1975).

* |mproper inventorship may be a ground for a derivation proceeding. See, e.qg., Frank’s
Casing Crew & Rental Tools v. PMR Techs., 292 F.3d 1363 (Fed. Cir. 2002).

* |mproper inventorship may lead to a finding of inequitable conduct if the requisite
deceptive intent is found. However, the mere existence of incorrect inventorship
though, without an intent to deceive the USPTO, does not present an issue of
unenforceability. Gemstar-TV Guide Int’l v. ITC, 383 F.3d 1352, n.1, (Fed. Cir. 2004).

Morgan Lewis (34)



Prosecution Issues with Publications
(Instances where USPTO Cited Attention is all you need)

m
fi
L

First OMfTice Action Rejection Fraguendy Noan-fima| Office Actionm REajection Fraguancy Finalk O fficae Sction Rajection Freguancy

20 7 ] -
]
1§
| ] | o |
o - L I . i ] - - I - — 5 | = - [Hi==—is] L_____|
102 103 112 1 Rk | BpP AMM 1O 103 112 i01 P AT 1g2 103 s B 101 &P |

Source: Derwent Innovation, Patent Advisor
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Prosecution Issues with Publications
(Example Instances where USPTO Cited Attention is all you need)

Pertinent claim language Examiner’s interpretation

15697589 memory-enhanced neural network includes an attention Self attention
mechanism ... the supporting memory comprises sets of input

(6/20/2019, and output memory cells that are generated from respective

10/08/2019) observations with respective transformations

16192649 each non-local operation is based on one or more pairwise Self attention
functions and one or more unary functions

(03/10/2022

05/09/2022)

16235798 maintain a neural network with multi-headed attention layers Multi-head attention

(07/16/2021 configured for constructing multiple attention distributions
09/14/2020) simultaneously, each possible semantic class corresponding to
Abandoned a specific head

Source: Derwent Innovation, Patent Advisor

Morgan Lewis (36)



Prosecution Issues with Publications

(Example Instance where USPTO Cited Attention is all you need , Issued 101 Rejection)

(Currently Amended) A system comprising:

App. No. 17/080,846 (Final rejection, dated 1/15/2021)

Title: Automatic Generation Of Assert Statements For Unit Test Cases
Filed 10/27/2020 (Art Unit 2193)

Applicant: Microsoft Technology Licensing, LLC.

one or more processors; and

a memory that stores one or more programs that are configured to be executed by the one or
more processors, the one or more programs including instructions to perform actions that:

pre-train a neural transformer model with attention with a first unsupervised training dataset

to learn to predict natural language text, the first unsupervised training dataset including a plurality

These limitations as
of sequences of natural language text;

drafted, is a process that, under their broadest reasonable interpretation, covers an idea 2 5 5 : 5 ; i &
pre-train the neural transformer maodel with attention with a second unsupervised training

such as performance of the limitation in the mind. That is, other than "processor and a
memory,” nothing in the claim elements precludes the steps from practically being
performed mentally. For example, pre-train a neural transformer model, is merely
providing information to the transformer which can be done mentally by a

user/developer. If a claim limitation, under its broadest reasonable interpretation, covers

Morgan Lewis

The Claims Are Not Directed io A Mental Process
A claim does not recite a mental process if it cannot be practically performed in the human
mind, that is, the human mind is not equipped to perform a claim limitation. The test is not whether
something could be done in the human mind, given unlimited time and resources, but whether
something could be reasonably done in 2 human mind in a reasonable amount of time
Applicant submits that steps recited in at least claim 1 cannot practically or reasonably be

performed in the human mind. The claim does not recite mathematical relationships, formulas or

calculations, fund | economic principles or policies, or a method of organizing human activity

as denoted in the 2019 Revised Subject Matter Eligibility Guidance (*2019 PEG”).

dataset_to learn to predict a sequence of source code, the second unsupervised training dataset

including a plurality of sequences of source code from source code methods of a programming
language;
fine-tune the neural transformer model with attention with a supervised training dataset to

learn to predict an assert statement for a given test method, the supervised dataset including a

plurality of test-assert triplets, wherein a test-assert triplet includes a test method, a focal method

and an assert statement. wherein the test method includes source code that tests the focal method.

wherein the focal method is subject to the test method, wherein the assert statement tests a condition

when the focal method is executed; and

deploy the neural transformer model with attention in a software development environment

to generate an assert statement for a specified test method

Source: Derwent Innovation, Patent Advisor




Prosecution Issues with Publications

App. No. 16/417,587 (Granted, Patent No. 10,740,433)
Title: UNIVERSAL TRANSFORMERS

Filed 05/20/2019 (Art Unit 2116)

Applicant: Google LLC.

I (Currently Amended) A system implemented by one or more computers, the system
comprising;

an encoder configured fo receive an input sequence of elements each having a respective
initial input representation and to revise the input representations by iteratively-repeatedly
applying a same series of encoding operations to all the elements of the sequence in parallel_for

gach of multiple time steps of an encoding process, including revising the representations of the

elements with each time step in the reeuesienmultiple time steps of the encoding process, for at

most a predetermined maximum number of time steps; and

a decoder configured to decode a target sequence of symbols v = (v1, ..., yn)
autoregressively while af every time step of multiple time steps of a decoding process
conditioning on the-previenshy-senerated-previous symbols of the decoding process and on a

final output of the encoder for the sequence.

=

Continuation

(Example Instance where USPTO Issued No 101 Rejection)

App. No. 16/989,455 (Pending)
Title: UNIVERSAL TRANSFORMERS
Filed 08/10/2020

Applicant: Google LLC.

1. (Currently Amended) A method performed by one or more computers, the method
comprising:

receiving an input sequence of elements to be transformed into an output sequence of
elements according to a learned transformation. each element of the input sequence having a

respective initial input representation;
performing an encoding process including repeatedly revising the input representations in

parallel using a same series of encoding operations for each of multiple time steps:
initializing a target sequence of elements each having a respective initial target

representation;
performing a decoding process including repeatedly revising the target representations in

parallel using two-stage self-attention, wherein a second stage of the two-stage self-attention

uses an output generated by the encoding process after repeatedly revising the input

representations: and
generating, from a final version of the revised target representations, the output sequence

of elements representing the leamed transformation of the input sequence of elements.

Source: Derwent Innovation, Patent Advisor

Morgan Lewis
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Prosecution Issues with Publications

(Example Instance where USPTO Rejected Claims Based on BERT and Another Publication)

App. No. 17/026,780 (Issued, 09/20/2022)

Title: Contrastive Pre-Training for Language Tasks
Filed 09/21/2020 (Art Unit 2654)

Applicant: Google LLC.

1 (Currently Amended) A computer-implemented method to train a machine-

learned language encoder model, the method comprising:
for each of one or more training iterations

obtaining, by a computing system comprising one or more computing devices, an

original language input that comprises a plurality of original input tokens;
selecting, by the computing system, one or more of the plurality of original input
tokens to serve as one or more masked tokens;

generating, by the computing system, one or more replacement tokens, wherein

"~J
~J

the one or mor lacement tokens comprise alternative natural language tokens;

respectively replacing, by the computing system, the one or more masked tokens
in the original language input with the one or more replacement tokens to form a noised language
input that comprises a plurality of updated input tokens, the plurality of updated input tokens
comprising a mixture of the one or more replacement tokens and the original input tokens that

were not selected to serve as masked tokens;

processing, by the computing system, the noised language input with the
machine-learned language encoder model to produce a respective prediction pharatity-of
predietions-respeetively-for the-plurality-efeach -updated input tekeastoken included in the
plurality of updated input tokens, wherein the prediction produced by the machine-learned
language encoder model for each updated input token predicts whether such updated input token
is one of the original input tokens or one of the replacement input tokens; and

training, by the computing system, the machine-learned language encoder model
based at least in part on a loss function that evaluates the plurality of predictions produced by the

machine-learned language encoder model

BERT: Pre-training of Deep Bidirectional Transformers for
Language Understanding

i Chang Kenton Lee Kristina Toutanova

Google Al Language

Jacob Devlin

{J1acoebdevlin, min

Masked Samence A Masked Sentence B Paragraph

Uniabeled Semence A and B Pair Question Answes Pair

Pre-training Fine-Tuning

Figure 1: Owerall pre-training and fine-tuning procedures for BERT. Apart from output layers. the same architec-
tures are used in both pre-training and fine-uning. The same pre-trained model paramete:
models for different down-stream tasks. During fine-tuning
1bol added in front of every input example
11-m~..-'_1nsnkr~.3

ICLS] ix a special
is a s.pcu.u separator token (e.g. separating gues

are used o initialize

1

-training for Language Generation

MASS: Masked Sequence to Seqguence P

3] COEEEIGRGGIER
EIEIEEEDE EE 5 | | s | v [ | o [ s e [ | i e O EEEIEREIED
(a) Masked language modeling in BERT (k = 1) ge modeling (k = m)

Figure 2. The model structure of MASS when & = | and & = s, Masked language modeling in BERT can be viewed as the case k

can be viewed as the case & = .

(b Standard [angu

and standard lar

age modeli

1

Source: Derwent Innovation, Patent Advisor
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App. No. 17/026,780 (Issued, 09/20/2022)

Title: Contrastive Pre-Training for Language Tasks
Filed 09/21/2020 (Art Unit 2654)

Applicant: Google LLC.

1. The Subject Application Provides More Efficient Pre-Training «

Language Encoders, e.g., Relative to Bert
The subject application provides more efficient pre-training of language encoders, e.g.

relative to Bert. Specifically, as described in the subject specification as filed (emphasis added

BACKGROUND

[0003] Early works on pre-training text encoders used language modeling
objectives. A disadvantage of these methods is that the resulting model is
unidirectional — the model does not see future tokens when producing a
representation for the current one. Therefore current state-of-the-art pre-training
methods primarily rely on masked language modeling (MLM). These
approaches select a small subset of the input (typically around 15%), mask the
token identities or attention to those tokens, and then train the model to recover
the original input. While resulting in bidirectional models, these objectives
incur a substantial compute cost. As one example, the significant compute cost

n ttri in par he fact that the model only learns from 15% of the

tokens per example.

[0004] Thus, while self-supervised pre-training produces strong results for many
NLP tasks, these methods also require large amounts of compute to be effective,
raising concerns about their cost and accessibility. As pre-training with more
compute almost always results in better accuracy, the present disclosure recognizes
that an important consideration for pre-training methods should be compute
efficiency rather than absolute downstream accuracy. From this viewpoint, it would
be desirable for pre-training algorithms to be substantially more compute-efficient
and parameter-efficient.

Prosecution Issues with Publications

(Assess differences with state-of-the-art and clarify those in the specification)

Im particular, the present disclosure describes a contrastive
learming task where the encoder learns to distinguish input tokens from
plausible alternatives. In some implementations, on each training example the
proposed method masks out some subset (e.g.. 15%%) of the original input
tokens, replaces the masked tokens with samples from a “generator™ (e.g.,
which may be a small masked language model). and then trains the encoder to
predict whether each token comes from the original data or is a replacement
produced by the genmerator. Example experiments contained in United States
Provisional Patent Application No. 62/905 602 show that this task is more sample
efficient than masked language modeling because rfe foss comes from all inpur
tokens instead of only the subset that was masked out. The proposed approach is
also more parameter efficient, producing better results when trained to convergence

[0029] As shown by example experimental data contained in United States
Provisional Patent Application No. 62/905,602, example models trained through
example implementations of the proposed approach substantially outperform
methods such as BERT and XL Net given the same model size, data, and compute.
While the approach is particularly beneficial for small models, it also works at scale,
as indicated by the example experimental results in United States Provisional Patent
Application No. 62/905 602 which show that an example model according to the
present disclosure matches the performance of RoBERTa. the current state-of-the-
art pre-trained transformer, while using less than 1/4 of the compute

[0030] The systemms and methods of the present disclosure provide a number of
technical effects and benefits. As ome example technical effect and benefit, the
systems and methods of the present disclosure enable more efficient training of
a language encoder model. In particular., as compared to existing masked
language modeling techni 5 i i rask is posed

ues, rthe mwiin_representation learnin,
over all tokens instead of just the mashked-out subser. making it more compute-
efficient. Thus. for each training example, the encoder model is able to learn
from 100%% of the input tolkens. rather than just a smaller masked out percent
(e.g.. —~15%%). This enables the model to learn (e.g., converge) faster and over
fewer training iterations. The use of fewer training iterations to train the model
conserves computing resources such as process usage, memory usage, network
bandwidth, etc.

[0031] As another example technical effect and benefit, the proposed techniques
result in improved model performance. Im particular, the proposed techniques
resolve a mismatch introduced in existing masked language modeling
techniques where the model sees artificial [WMLIASK] tokens during pre-training
but not during fine-tuning/testimg. Alleviating this mismatch results in improved
model performance (e.g.. accuracy}

Source: Derwent Innovation, Patent Advisor

Morgan Lewis



Copyright Protection for Language Models

« Language models are trained using a lot of public and sometimes private
data, and often scraped without consent.

- Copyright law protects creators (of data). Copyright Act of 1976.

« Copyright protection applies to “original works of authorship fixed in any
tangible medium of expression, now known or later developed, from
which they can be perceived, reproduced, or otherwise communicated,
either directly or with the aid of a machine or device”.

« Registration is not required for copyright protection (in contrast with

patents). But registration is required before creator can sue someone
for copyright infringement.

Morgan Lewis



Copyright Protection for Training Data

. Common Crawl IG PICTURE A-  ABO . m

GPT-3 Training Data 3L Cestura
. . . . ekt 40" = ‘ = T our story»
Dataset # Tokens  Weight in Training Mix | | [ Dl
Common Crawl 410 billion 60% rawpata | We gather it.
We aggregate it.
. e You utilize it.
WebText2 19 billion 22% TEXTDATA [f] Andit'sall free.
Books1 12 billion 8%
Access to data is a good thing, right?
BOOKSQ 55 b|”|0n 80/0 Please donate today, so we can continue to provide you and others like you with this

priceless resource.

Wikipedia 3 billion 3%

Don't forget, Common Crawl is a registered 501(c)(3) non-profit so your donation is tax deductible!

Source: Wikipedia Source: commoncrawl.org
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Legal Uses of a Copyrighted Work for Training a Language Model

« Determine the license terms for the copyright.
« Some licenses, such as the Creative Commons license, enable free

distribution of copyrighted work.
« Examples include Wikipedia, videos from YouTube, etc.
« Get a license granted by a copyright owner.

« Depend on the fair use doctrine (four-factor test, see 17 U.S.C. § 107):
(i) the purpose and character of the use (educational favored over
commercial, transformative favored over reproductive); (ii) the nature of
the copyrighted work (fictional favored over factual, the degree of
creativity); (iii) the amount and substantiality of the portion of the original
work used; and (iv) the effect of the use upon the market (or potential

market) for the original work.

Morgan Lewis (43)



Language Models: Copyright a Pre-Trained Model?

Open Access | Published: 02 March 2022

Copyright protection of deep neurd
watermarking: a comparative study

Alaa Fkirin &, Gamal Attiya, Ayman El-Sayed & Marwa A. Shouma

Multimedia Tools and Applications 81, 15961-15975 (2022) | Cite]

1703 Accesses | 2 Citations | 2 Altmetric | Metrics

DeepHider: A Multi-module an
Scheme for Language Model

Watermarking of Deep Recurrent Neural Network
Using Adversarial Examples to Protect Intellectual
Property

Pulkit Rathi, Saumya Bhadauria & Sugandha Rathi

To cite this article: Pulkit Rathi, Saumya Bhadauria & Sugandha Rathi (2022) Watermarking
of Deep Recurrent Neural Network Using Adversarial Examples to Protect Intellectual Property,
Applied Artificial Intelligence, 36:1, 2008613, DOI: 10.1080/08839514.2021.2008613

To link to this article: https://doi.org/10.1080/08839514.2021.2008613

Long Dai, Jiarong Mao, Xuefeng Fan and Xiaoyi Zhou"

School of Cyberspace Security, Haman University, Haikou 570100, China; 21210839000005@hainanu edw.on

* Correspondence: xy. zhou xyigmail com;
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Language Models in the Court

Mew Suit - Copyright Class Action

Doe 3 et al v. GitHub, Inc. et a
JS. K Califorma

SLUN
Microsoft, its software development platform GitHub, and Microsoft-
backed OpenAl Inc. were slapped with a class action Thursday in

California Northermn District Court over alleged violations of the Digital

s of
Millenmium Copyright Act. The suit, brought by Joseph Saven Law

Firm and attorney Matthew Buttenck on behalf of the owners of
copyright interests in materials made publicly available on GitHub
concerns the defendants' Codex and Copilot products. The suit
claims that the Al-assisted software programming tools were trained

using GitHub repositories and frequently reproduce and distribute

bution, the original copyright notice or licensing terms

Ut At

ants. The case 1s 3:22-

isel have not yvet appeared for the
e 3 et al v. GitHub, Inc. et al

2

Source: Bloomberg

Corrente et al v. The Charles Schwab Corporation, Docket No. 4:22-cv-00470 (E.D. Tex. Jun
02, 2022), Court Docket

For example, OpenAl, a capped profit company, invented the GPT-3 large language model in May
2020. GPT-3 is capable not only of processing text-based inputs, but generating text that looks like it
was generated by a person, not a computer. 201. GPT-3developed in the last years of the 2010s with
the help of symbiotic hardware advancementswas an expensive and massive accomplishment. It
dazzled computer scientists, but also created immense danger that the Al would be abused.

Jonathan Corrente; The Charles Schwab Corporation; Charles Shaw: Leo

Source: Law.com
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SaE Williams
Last Updated 2022-11-03 23:57:19
Federal Nature of Suit Other Statutes: Antitrust [410]
Judge(s) Amos L. Mazzant
Cause of Action 15:25 Clayton Act
= - - ——————
19 UNITED STATES DISTRICT COURT
20 NORTHERN DISTRICT OF CALIFORNIA
3 SAN JOSE DIVISION
- I™N RE: Z00M VIDEO Case No. 5:20-CV-02155-LHK
e COMMUNICATIONS, INC. PRIVACY
~ ILITIGATION SECOND AMENDED
=3 CONSOLIDATED CLASS
4 ACTION COMPLAINT
- This Document Relates To: All Actions
25 DEMAND FOR JURY TRIAL
2(3
~ JUDGEF: Hon. Lucy H. Koh
=7 CTRM: 8—4th Floor
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Defensive Publications as an IP Strategy

e A publication of a disclosure that
Technical Disclosure Commons provides defensive benefits, such as
the creation of prior art against others
as of the publication date.

Automatic Generation of Training Corpus for Natural Language
Processing Tasks

Shruti Gupta Technical Disclosure Commons

R e Takes many forms

Defensive Publications Series

p— (informal / self-published / formal)

Method And Systemn For Automatically Generating Artificial
Intelligence Powered Prototypes

Jayakumar Ho

CAROLINA BARCENAS, Ms
Visa

HarisHkumar | Technical Disclosure Commons

Visa

SHIZHE MA,
Visa Defensive Publications Series
PRASAD KUDTA|
Visa

February 2022
SUGANDH SACH
Visa

Personalizing Speech Recognition Based on User-entered Text

Swaroop Ramaswamy
Theresa Breiner
lgor Pisarev

Dan Zivkovic

Mingqging Chen
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Part 3: Ethical and Responsible LLMs

1. Bias issues with LLMs and Examples

2. Sources of Bias and Solutions

3. Ethical Al Startup Landscape

4. Conclusion
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Intrinsic Bias Issues in LLMs

=y ¥ ] .
i ay
Tralring Dals Intrinsic Bias b m'
Mbcrdeis _T”i"""'g Adaptation Bias Lbser
Didsmisity Bias Sources = Sources Par-Maodasl Experionce
3 " [ata
1# = machankm
) Forres » Wadslars Extrimsic Harm

Begetenla

Moched

- F ¥ * Perfarmante digparibies
1'?19-’_ [ " Abuse

= Sergqbypas

AR COalE
& [iopecbrans

Fig. 24. The intrinsic bigs present within foundation models is the byproduct of various training bias sources
({left) which, alongside biases introduced during adaptation, determines the extrinsic harms (right) experienced
by users in the context of specific downstream applications. We emphasize that the same foundation model
is the shared foundation for many different applications; its biases propagate to these many applications as a
result. Further, since the harms experienced by users are the result of specific adapted models, attributing

these harms to the various processes and sources depicted in this diagram is both crucial and challenging,

Morgan Lewis

Source: On the Opportunities and Risks of Foundation Models, Stanford University.




Examples of Bias Due to Generative Al

@ Published in Made by McKinney

1 Jenny MNicholson r =
B:“This is a photograph of a ~ Mar8 - Sminread - @ Listen
A:"This is a portrait of an smiling housewife in an orange are s s minTead c
astronaut with the American jumpsuit with the American
flag" flag"
0 Similarity:0.27675825357437134 0 Similarity:0.3082950711250305 The Gender Blas Ins|de GPT.3

The 2022 theme for International Women'’s Day is #BreakTheBias.
With that in mind, | decided to do a little experiment to see what GPT-
3 can show us about the gender bias that’s built into our language.
200

400 400

500 18 500 43
0 100 200 300 400 500 0 100 200 300 400 500
. e The Al was developed in 2014 by Armmazon as a
Source' AI Index Report 2022/ A lack of diversity in tech is damaging Al way of filtering out Mmost candidates to
Sta nford Un|VerS|ty Human_centered AI \Eﬂr‘ﬂla:('z::f;‘u‘-jrﬂet:;f;?_zf?;; T:te::“‘;';nczw provide the firm with the top five people for a

position. Im 2015 it was found that it wasn't
rating applicants in a gender-neutral way,

which is a big problem and goes against Amazon's attermpts to level the playing field by

having an objective Al do the early decision making.

Morgan Lewis (49)




Sources of Bias in LLMs

Training data, adaptation Modeling decisions, Underrepresentation and
data, test-time user including training objective, lack of diversity amongst
data/interaction, due to model architecture, developers, application
data curation, data adaptation method. engineers, languages
selection, and data

weighting. LLMs amplify training data

biases, extend trends;
compressing models also
amplify bias; feedback
loops modify subsequent
training data.

Source: On the Opportunities and Risks of Foundation Models, Stanford University.
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Blackbox Problem of LLMs

e Traditional programming versus machine learning

e Commonly known AI Blackbox

Height

e The other AI Blackbox o0 TR

COMPARISON: NLP PRE-TRAINED MODELS

ooooooo

I - 2 - 2. . N 3 O L2
¢ K E Y

MMMMM

Morgan Lewis (51)



Blackbox Problem of LLMs

Failure Of intent and Causation Table 1: These four quadrants of hability provide the contours of a

sliding-scale approach.

Transparent Black Box

- Use without transparency
® Su perV|Sed Ca Se More Traditional intent bears on the intent of the
WY and causation tests creator or user of the Al and
Supervision . : ; :
can be applied the foreseeability of the
harm caused by the Al

Pabired intarit s Broad scope of Liability; cre-

elaxe enl 2 ; -

o AutonOI I lous Ca Se . l.i."'.'lifi _ BN n et ator or user of I.l.lc .1"'.\1 bears
Supervision 5 the nsks stemming from the

Pl sl Al's lack of transparency

Source: https://jolt.law.harvard.edu/
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Contract Issues Due to Blackbox Problem of LLMs

e For contracts, need to spell out:

— Who will be liable or responsible for the decision-making or
results obtained from LLM-based systems and

— Who will own, who can use and how parties use data,
information, or results that may be generated.

Morgan Lewis (53)



Debiasing LLMs: Technical Solutions, Awareness

The problem of bias in word embeddings Addressing bias in word embeddings
Man:Woman as King:Queen Y 1. Identify bias direction
Man:Computer_Programmer as Woman: Homemaker e - -
Father:Doctor as Mother: Nurse

= W 2. Neutralize: For every word that

Word embeddings can reflect gender. ethnicity., age, sexual = . - is not definitional, project to get rid
orientation, and other biases of the text used to train the of bias
model. . e 3. Equalize pairs

o program . . Ker? D < = ! o] 2 Andrew Ng B 2 D - Andrew Ng

Source: https://medium.com/@dhartidhami/bias-in-word-embeddings-dce8ed4261c7

Mimirmii=ing bias will be critical if artificial intelligence is tTo reach its potenmntial

aAand Nncrease people™’s trust

imn thhe systerms._

Be avware of
contexts in
which Al camn
help correct for
bBimas and those

im which there is
high risk for Al to
exacerbate bias

MceclHKinsey
&S Cormpoaryy”

Establish
Processce= and
Practice=s to
test Ffor anmnd
mitigate biaas
i Al systerms

=

i T

>

Engage in
fact-based
conNnversations=s
abowut
Potential
biase=s imn
Frwasrvryanr
decisions

Fully explore
how hurmans
ASrd rmyachines
can best work
together

Invest more in bias
rescarch, rmake
more data available
for research

(while respecting
Privacy), and adopt
= multidisciplinary
approach

Six potential ways forvward for artificial-intelligence (Al) practitioners and business anmnd policy
leaders to consider

Inmnve=st rmore
diversifying

Tthe Al
itsealf

fiela

-
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Ethical and Responsible AI: Startup Landscape

Ethical Al Startup Landscape

- N N7
Targeted Al Solutions & ModelOps, Monitoring, & Observability Open-Source Solutions
Technalogies
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Source: https://www.eaidb.org/map.html Source: https://odsc.medium.com/the-ai-
ethics-boom-150-ethical-ai-startups-and-
industry-trends-19b23c35c41a
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Conclusion (Key Takeaways for Practitioners)

e Stay abreast of new and emerging technologies in this
area and their capabilities (watch out for GPT-4!).

o For IP strategy for Al, consider publications, open
source, patents and copyrights, and specific pros and
cons.

o Address bias issues during various phases of model
development, training and deployment.

Morgan Lewis




Coronavirus
COVID-19 Resources

We have formed a multidisciplinary
Coronavirus/COVID-19 Task Force to
help guide clients through the broad scope
of legal issues brought on by this public
health challenge.

Morgan Lewis

To help keep you on top of
developments as they
unfold, we also have
launched a resource page
on our website at

If you would like to receive
a daily digest of all new
updates to the page, please
visit the resource page to
using the purple
“Stay Up to Date” button.
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Drawing on 18 years of R&D experience in the technology
industry and a background in computer science and engineering,
Kannan Narayanan works with clients to build strong patent
portfolios, preparing and prosecuting US and foreign patents,
performing patent due diligence, and providing non-infringement
and invalidity opinions and freedom to operate in a variety of
technology areas, including artificial intelligence (AI), natural
language processing, data visualization, computer architecture,
robotic process automation, genetic programming, cloud
computing, social networking, wireless power transmission, fraud
detection, semiconductor device manufacturing, computer
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and healthcare related technologies, and consumer products.
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Serving as the leader of the firm’s semiconductor practice and as
a member of the firm’s fintech and technology industry teams,
Andrew J. Gray IV concentrates his practice on intellectual
property litigation and prosecution and on strategic IP counseling.
Andrew advises both established companies and startups on Al,
machine learning, Blockchain, cryptocurrency, computer, and
Internet law issues, financing and transactional matters that
involve technology firms, and the sale and licensing of technology.
He represents clients in patent, trademark, copyright, and trade
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