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Short Background
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Presentation Overview
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Part 2: Case Studies (Patenting Strategies)

1. Training (Nvidia, Intel, Cerebras, Graphcore)
2. Cloud Computing (Google)
3. Datacenter (Facebook)
4. FPGA (AMD + Xilinx)
5. Neuromorphic Computing (Brainchip)
6. Optical Computing (Luminous)
7. Fully Homomorphic Encryption (Cornami)
8. Analog Compute-in-Memory (Mythic)
9. Inference (Qualcomm)
10. FP Conversion (Cambricon)

Part 1: Background (Technology & IP Overview)

1. Growth in AI Applications & Data
2. Limitations of Conventional Hardware
3. Need for Specialized Hardware
4. AI Hardware Technologies

Part 3: Other Topics

1. Open-Source Software / Hardware
2. Trade Secret Protection
3. Defensive Publications
4. AI Hardware-Related Patent Litigation
5. Conclusion



Part 1: Background (Technology & IP Overview)
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1. Growth in AI Applications and Data

2. Limitations of Conventional Hardware

3. Need for Specialized Hardware

4. AI Hardware Technologies

Source: Efficient Processing of 
Deep Neural Networks, Sze et al. 



Growth in AI Applications and Data
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Source: Jeff Dean (Google) 
https://arxiv.org/ftp/arxiv/papers/1911/1911.05289.pdf 

Source: AI and Compute (November 2019) 



Limitations of Conventional Hardware

9

Source: Computer Architecture: A Quantitative Approach, 
6/e 2018, John Hennessy and David Patterson, 

Source: Raja Koduri (Intel), Hot Chips 2020



Need for Specialized Hardware
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Deep learning models have three properties:
1. Tolerance for reduced-precision computations
2. Computations are mostly compositions of matrix multiplies, vector 

operations, applications of convolutional kernels, and dense linear 
algebra operations.

3. Not a significant use of branch predictors, speculative execution, 
hyper-threaded execution processing cores and deep cache 
memory hierarchies and TLB 



Need for Specialized Hardware 
(Training vs. Inference)
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• Training and inference have very different compute and 
responsiveness characteristics
– For training, larger models on larger data sets require multiple chips

– Need larger-scale systems, accelerators, and high-performance 
interconnects.

– For inference, 8-bit integer-only calculations are sufficient for many models.
– Single-chip inference on low-power devices in areas like speech or 

vision target low-precision linear algebra computations at high 
performance/Watt.



Need for Reducing Power Consumption
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Source: MIT Technology Review Source: Horowitz, ISSCC 2014

Embedded devices have limited battery capacity, data centers have 
a power ceiling due to cooling cost.



Major Semiconductor Disruption Is Underway
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Source: Tractica Deep Learning Chipsets Source: Survey of Machine Learning Accelerators, Reuther et al. 



AI Architecture
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Source: Survey of Machine Learning Accelerators, 
Reuther et al. 

Source: Microsoft (venturbeat.com)



AI Hardware Architecture
Temporal vs Spatial Architecture
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Model vs Data Parallelism
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Data Parallelism Model Parallelism

Source: TPU vs GPU vs Cerebras vs Graphcore: A Fair Comparison between ML Hardware, Mahmoud Khairy



Innovation Landscape
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CPU GPU ASIC FPGA

Power Memory Interconnect

Sparsity Analog 
Computing

Optical 
Computing

Neuromorphic 
Computing



Innovation Landscape
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Technology Area Importance Example Innovations Example Players

CPU Application logic,
system performance, and 
efficiency, majority of AI 
inferencing on CPU

Faster CPUs, special
instructions, data format 
(e.g., bfloat16)

Intel, ARM, AMD, IBM

GPU Majority of AI training is on 
GPU, process technology, 
software support / 
ecosystem

Specialized MAC cores Nvidia, Intel, AMD, 
Imagination

Memory & 
Interconnect

Training requires lots of 
data, and data movement

Near memory, Resistive 
RAM (ReRAM), NOR Flash 
technology, RDMA over 
Converged Ethernet (RoCE)

Nvidia, Intel, Cerebras, 
GraphCore



Innovation Landscape
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Technology Area Importance Example Innovations Example Players

Power Optimizations Lower energy costs, 
improve reliability in data 
centers, inferencing and 
edge computing need low 
power

Embedded FPGA for edge 
inferencing, custom NN, 
dataflow, NOR Flash for in-
memory, exploit sparsity, 
low bit quantization, reduce 
memory bottlenecks

Flex Logix, SiMa.ai, Horizon 
Robotics, BrainChip, Hailo, 
LeapMind, Movidius, Lattice 
Semiconductor, Gyrfalcon 
Technology

Analog computation Low-power Flash components for in-
memory computation, 
resistive materials, “charge-
domain” technology

Mythic, LightOn, AIStorm,
Analog Inference

Optical computing Speed of light data transfer, 
power savings

Use light beams, which 
interact linearly through the 
superposition effect, for 
computing linear algebra

IBM, LightOn, Fathom 
Computing, Lightelligence, 
Lightmatter, Luminous



Innovation Landscape

20

Technology Area Importance Example Innovations Example Players

Neuromorphic computing Lower energy costs, 
process visual and auditory 
stimuli as efficiently as 
brain 

Spiking or Pulsed Neural 
Networks emulate brain 
functions

IBM TrueNorth, Intel Loihi
SynSense, General Vision, 
BrainChip

Sparsity Network weights ~ 0  and 
contribute negligibly to the 
overall results.  Sparse 
matrix techniques ignore 
the computation associated 
with zero and near-zero 
values

Pruning, model sparsity, 
sparse evolutionary 
training

GrAI Matter Labs,
Tenstorrent



Evaluation Metrics for ML Accelerators
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• Accuracy
• Throughput (high volume data, real-time)
• Latency (for interactive applications)
• Energy and Power (embedded devices, data center cooling costs)
• Hardware Cost
• Flexibility (range of models and tasks)
• Scalability

Source: Efficient Processing of Deep Neural Networks, Sze et al. 



Example Metrics for ML Accelerators (Training)
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Source: TPU vs GPU vs Cerebras vs Graphcore: A Fair Comparison between ML Hardware, Mahmoud Khairy



Benchmarks for ML Accelerators (MLPerf)
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Source: mlperf.org



Global Patent Landscape
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Source: Forbes.com

Source: TechCrunch (June 24, 2020) Source: enterpriseai.news



Part 2: Case Studies
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Agenda (claiming strategies, continuation strategies, legal hurdles, 
overcoming the legal hurdles through claim amendments)

• Training (Nvidia, Intel, Cerebras, Graphcore)
• Cloud Computing (Google)
• Datacenter (Facebook)
• FPGA (AMD + Xilinx)
• Neuromorphic Computing (Brainchip)
• Optical Computing (Luminous)
• Fully Homomorphic Encryption (Cornami)
• Analog Compute-in-Memory (Mythic)
• Inference (Qualcomm)
• FP Conversion (Cambricon)



Case Study: Nvidia A100 (Training)
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Source: NVIDIA



Case Study: Nvidia Mellanox (Traning)
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Source: PatentAdvisor

Source: PatentAdvisor



Case Study: Intel Nervana vs Intel Habana (Training)

• Nervana NNP-T training chip 
• ~ high-end GPUs, supports HBM2, 16 GB (adds cost and manufacturing complexity), 

• Model parallelism through a fast, low-latency fabric on the die, not based on industry-standard 
Ethernet

• NNP-T chip was being developed on TSMC, while NNP-I chip was being manufactured on Intel’s 10-nm 
facility.

• Habana
• Fabric supports RDMA over Converged Ethernet (RoCE)

• Converged architecture for inference and training

• Nervana software stack already supports model parallelism.
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Case Study: Intel Habana (Training)

• Intel acquired Habana Labs for $2 Billion 
in December 2019.

• At the time of acquisition, Habana Labs 
had 3 issued patents and 3 pending 
applications.

Source: PatentAdvisor
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Intel Habana (Training) – Example Claming Strategy

• App. No. 15/700,213 (Patent No. 10,853,448, issued 12/01/2020)
• Title: Hiding latency of multiplier-accumulator using partial results

• Filed 09/11/2017; 1 Office Action (Art Unit 2182)
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Intel Habana – Overcoming Section 101 Rejection
• App. No. 15/700,207 (Patent No. 10,489,479, issued 11/26/2019)

• Title: Matrix Multiplication Engine; Filed 09/11/2017; 2 Office Actions (Art Unit 2182)
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Case Study: Cerebras (Training)

Source: Cerebras (HotChips 2020)
32



Case Study: Cerebras (Training)

Source: Cerebras Systems (SC 2020)
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Case Study: Cerebras (Training)
Source: PatentAdvisor

Source: Techcrunch.com

Problems solved:
• communicating across the scribe lines between chip
• handling yield
• thermal expansion, 
• packaging and 
• power/cooling
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Cerebras (Training) – Continuation Stratgy
• App. No. 16/019,882 (Patent No. 10,366,967, issued 7/30/2019)

• Title: Apparatus and Method for Multi-Die Interconnection; 

• Filed 06/27/2018; 2 Office Actions (Art Unit 2124)
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Cerebras (Training) – Software Claim Strategy

• App. No. 16/463,091 (Patent No. 10,614,357, issued 7/4/2020)
• Title: Dataflow Triggered Tasks for Accelerated Deep Learning; 

• Filed 5/22/2019; 1 Office Action (Art Unit 2123)
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Case Study: Graphcore (Training)

Source: GraphCore (Stanford 2018)

Source: PatentAdvisor
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Graphcore (Training) – Software Claim Strategy

• App. No. 15/886,053 (Patent No. 10,802,536, issued 10/13/2020)
• Title: Compiler Method; Filed 2/1/2018; 1 Office Action (Art Unit 2186)
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Google (Cloud Computing) – Example Circuit Claim
• App. No. 15/389,202 (Patent No. 9,710,748, issued 7/18/2017)

• Title: Neural Network Processor; Filed 12/22/2016; 1 Office Action (Art Unit 2124)
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Case Study:  Google (Cloud Computing)

Google Tensor Processing Unit TPUv3 

Source: Google (HotChips 2020)
40



Case Study: Facebook (Datacenter)

Source: Deep Learning Training in Facebook Data Centers: Design of Scale-up and Scale-out Systems
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Case Study: Facebook (Datacenter)

Source: Deep Learning Training in Facebook Data Centers: Design of Scale-up and Scale-out Systems
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AMD + Xilinx (FPGA) – Own Prior Art?

• App. No. 16/451,804 (pending)
• Title: Method and apparatus for efficient 

programmable instructions in computer systems; 

• Filed: 06/25/2019 (1 Office Action)

==       
??
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Case Study: Brainchip (Neuromorphic Computing)

Source: PatentAdvisor

Source: Brainchip
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Brainchip (Neuromorphic Computing) –
Non-Patent Literature Prior Art

• App. No. 12/243,697 (Patent No. 8,250,011, issued 8/21/2012)
• Title: AUTONOMOUS LEARNING DYNAMIC ARTIFICIAL NEURAL COMPUTING DEVICE AND BRAIN INSPIRED 

SYSTEM; Filed 2/1/2018; 1 Office Action (Art Unit 2122)
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Case Study:  Luminous Computing 
(Optical Computing)

Source: PatentAdvisor

Source: MIT Technology Review (June 2019)
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Luminous Computing (Optical Computing) –
Method Claim for Analog-to-Digital Conversion

• App. No. 16/826,008 (Patent No. 10,837,827, issued 11/17/2020)
• Title: System and Method for Photonic Analaog-to-Digital Conversion; 

• Filed 03/20/2020; No Office Action (Art Unit 2845)
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Case Study: Cornami (Fully Homomorphic Encryption)
Source: PatentAdvisor

Source: Cornami Source: Darkreading.com
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Cornami (Fully Homomorphic Encryption) –
How to Draft Claims to Avoid 3600 Art Unit ?

• App. No. 16/743,257 (Pending)
• Title: Method and Apparatus for Configuring a Reduced Instruction Set Computer Processor Architecture to 

Execute a Fully Homomorphic Encryption Algorithm

• Filed 01/15/2020 (Art Unit 3600!)
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Case Study: Mythic (In-Memory Computation)
Source: PatentAdvisor

Source: Mythic-ai.com
50



Mythic (Analog Compute-in-Memory) –
Method Claim to Map Compute Close to Data

• App. No. 16/222,277 (Patent No. 10,409,889, issued 09/10/2019)
• Title: SYSTEMS AND METHODS FOR MAPPING MATRIX CALCULATIONS TO A MATRIX MULTIPLY ACCELERATOR

• Filed 12/17/2018 (Art Unit 2182)
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Mythic (Analog Compute-in-Memory) –
Example Claim for Mixed-Signal Integrated Circuit

• App. No. 16/127,488 (Patent No. 10,409,889, issued 09/10/2019)
• Title: SYSTEMS AND METHODS FOR MIXED-SIGNAL COMPUTING

• Filed 9/11/2018 (Art Unit 2122)
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Case Study: Qualcomm (Inference)

Source: Qualcomm
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Case Study: Qualcomm (Inference) –
A Very Short But Broad Claim

• App. No. 16/556,094 (Notice of Allowance, dated 1/15/2021)
Title: METHOD, APPARATUS, AND SYSTEM FOR AN ARCHITECTURE FOR MACHINE LEARNING ACCELERATION

Filed 08/29/2019 (Art Unit 2184)
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Case Study: Cambricon (FP Conversion)

Source: PatentAdvisor

55



Case Study: Cambricon (FP Conversion) –
Example of A Successful Math Claim With Circuit

• App. No. 16/508,139 (Patent No. 10,726,336, issued 07/28/2020)
• Title: Apparatus And Method for Compression Coding for Artificial Neural Network

• Filed 7/10/2019 (Art Unit 2123)
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Part 3: Other Topics

Agenda

• IP Legal Strategy Has to Include Open-Source Software / Hardware

• Trade Secret Protection – Legal Considerations

• Defensive Publications Can Complement Patents

• AI Hardware-Related Patent Litigation (Patent Infringement and All-Elements Rule)

• AI Hardware Startups-Related  Lawsuits & Proceedings

• Conclusion
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IP Legal Strategy Has to Include Open Source

Source: GraphCore (Stanford 2018) Source: SambaNova Systems
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IP Legal Strategy Has to Include Open Source

Source: Intel Source: Nvidia
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Trade Secret Protection – Legal Considerations

• Are reasonable steps taken to 
prevent disclosure?

• Does invention have 
potential/actual economic value

• Is invention generally known, or 
easily reverse engineered?

• Is invention “readily 
ascertainable”?

• How fast is technology 
changing?
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Defensive Publications Can Complement Patents

• A publication of a disclosure that 
provides defensive benefits, such as 
the creation of prior art against others 
as of the publication date.

• Takes many forms 
(informal / self-published / formal)

Source: tdcommons.org 61



AI Hardware-Related Patent Litigation – Legal Hurdles
(Example case: ACS v. NVIDIA)

Patents-in-Suit
• United States Patent No. 8,082,289 titled “Cluster 

Computing Support for Application Programs” 
• United States Patent No. 8,140,612 titled “Cluster 

Computing Support for Application Programs” 
• United States Patent No. 8,676,877 titled “Cluster 

Computing Using Special Purpose Microprocessors” 
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Example Claim Chart from Lawsuit 
(Patent Infringement – All Elements Rule)
Patent-in-Suit: Patent No. 8,082,289 titled “Cluster Computing Support for Application Programs” (Exhibit E, claim chart)

Claim 29 Language Alleged NVIDIA’s Infringing Products 
(e.g., DGX Station, DGX-1, DGX-2, HGX-1, HGX-2, Tesla V100, and Tesla P100)

A method of evaluating a command on a 
computer cluster comprising:

Each Accused Server Product practices a method of evaluating a command on a computer 
cluster as follows.

communicating a command from at least one 
of a user interface or a script to one or more 
cluster node modules within the computer 
cluster;

For example, each Accused Server Product includes a CPU or host executing a program (user 
interface or script) that communicates commands to a cluster of GPU Accelerators, each of 
which include a cluster node module.

for each of the one or more cluster node 
modules, communicating a message based on 
the command to a respective kernel module 
associated with the cluster node
module;

For example, each GPU Accelerator cluster node module communicates a message based on 
the command received from the CPU or host to a CUDA kernel associated with the cluster node 
module.

for each of the one or more cluster node
modules, receiving a result from the respective 
kernel Module

For example, each GPU Accelerator cluster node module receives results from the CUDA kernel 
associated with the cluster node module.

for at least one of the one or more
cluster node modules, responding to
messages from other cluster node modules.

For example, at least one GPU Accelerator cluster node module responds to messages from 
other GPU Accelerator cluster node module using the NVLink peer-to-peer communication 
function.

63



AI Hardware Startups-Related Lawsuits & Proceedings

Source: https://www.greyb.com/ecommerce-infringement-through-sales/
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Conclusion

Startups should ask:

• What’s is your niche?

• What is the SW/HW ecosystem, including open source?

• What is the right IP strategy?

• What is the right patent claim / continuation strategy?
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Coronavirus
COVID-19 Resources
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We have formed a multidisciplinary 
Coronavirus/COVID-19 Task Force to 
help guide clients through the broad scope 
of legal issues brought on by this public 
health challenge. 

To help keep you on top of 
developments as they 
unfold, we also have 
launched a resource page 
on our website at
www.morganlewis.com/
topics/coronavirus-
covid-19

If you would like to receive 
a daily digest of all new 
updates to the page, please 
visit the resource page to 
subscribe using the purple 
“Stay Up to Date” button.

http://www.morganlewis.com/topics/coronavirus-covid-19
http://reaction.morganlewis.com/reaction/RSGenPage.asp?RSID=UMVxvmyB1F6h1vNcds-8Y4-37-SvgFmpjFqBNL0SHK8
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Our Global Reach
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