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Artificial Intelligence: What is it?

• The ability of a computer to perform tasks that 
previously required human intelligence

• A machine that learns from experience 

• A machine that mimics human intelligence

• A technology that facilitates computers or robots to 
solve problems
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Machine Learning: What is it?

• A type of AI with the ability to learn without being explicitly 
programmed

• AI Techniques that enable machines to improve at tasks 
with experience

• The machine “learns” from the data it analyzes or tasks it 
performs and adapts its behavior based on what it learns 
from the data to improve its performance over time
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Deep Learning: What is it?

• A subset of machine learning that teaches computers to do what comes 
naturally to humans: learn by example using large amounts of data.
– Traditional ML typically uses structured, labeled data to make predictions.

– Deep Learning, in contrast, can use unstructured data, like text and images, 
to make predictions. 

• Deep learning technology lies behind everyday products and services 
(such as digital assistants, voice-enabled TV remotes, and credit card 
fraud detection) as well as emerging technologies (such as self-driving 
cars).
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Natural Language Processing (NLP): What is it?

• A subset of machine learning concerned with giving AIs the 
ability to understand text and spoken words.

• Combines computational linguistics with statistics, ML, and 
Deep Learning.
– Computational Linguistics creates computer models of human 

language
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Large Language Models:  What are they?
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A subset of ML/NLP that tries to figure how likely a word sequence is.



General purpose of all artificial intelligence is to automate and simplify human tasks. 

Traditional AI
=

Generative AI
=

Recognize Patterns + Make 

Predictions

Recognize Patterns + Make 

Predictions + Create New Content

Examples include face recognition, voice assistants, 
spam filtering, search engines, recommendation 
engines, Siri, Alexa, predictive analytics, 
autonomous vehicles, robots.

What this will look like: Generate all sorts of text, 
image, video and voice content as well as optimize 
business processes

Artificial Intelligence Framework



Generative AI: What is it?

• A type of AI that can create new content and ideas, 
including conversations, stories, images, videos, and music 
in response to prompts. 

• Powered by large models that are pre-trained on vast 
amounts of data.

• Generative AI models learn the patterns and structure of 
their input training data, and then generate new data that 
has similar characteristics.
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Generative AI: What is GPT?

• Generative Pre-trained Transformer - a type of 
Generative AI model with a Transformer 
Architecture trained using internet data to generate 
any type of text or content (images, music, etc.). 
– Generative: Generate long sentences of unique text.
– Pre-trained: The language model has already been trained on a large 

dataset by somebody else (so you do not need to train it).
– Transformer: Use of a neural network architecture developed by 

Google.

15



Examples of GPT Implementations

• ChatGPT
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• Dall-E



ChatGPT



ChatGPT: What Is it?
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ChatGPT is a large language model natural language processing tool and chatbot created by 
Open AI in November 2022 (other examples of Large Language Models/ Chatbots include 
Google’s Bard, Claude, and others). These chat bots can hold a human-like conversations, 
answer questions, write emails, essays, code, even pass an MBA exam!



What Can ChatGPT Do?

• Uses both natural language generation and natural language processing to understand and generate natural 
human language text such as:

– Articles
– Poetry
– Stories
– News reports 
– Dialogue 

• Can create anything with a text structure:
– Legal briefs
– Text summarizations
– Programming code

• Virtual Customer Service Agents

• Personal Assistants
– Travel Planning

• Language Translation

• Search Results
– Gives the “answer” rather than a series of links to webpages that may have the answer

19



Risks of Using ChatGPT at Work

• Quality Control Risks:
– ChatGPT can produce inaccurate and/or biased results.
– Skewed output 
– Stale Data

• Contractual Risks:
– Restrictions on the client’s ability to share customer or client information with third 

parties, such as with OpenAI via ChatGPT.
– Violations of the use and purpose to share certain client data 
– ChatGPT’s Usage Rights are set out in multiple documents and permit OpenAI to use 

content/prompts provided to ChatGPT to develop and improve functionality.
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Risks of Using ChatGPT at Work

• Vendor Risks:
Do vendor contracts allow:

– Clients to share vendor’s data with OpenAI via ChatGPT?
– Vendors to provide you with work product generated by ChatGPT?
– Vendors to share your confidential information with ChatGPT?

• Privacy Risks:
– Clients may need to update privacy policies, provide notices to customers, obtain their 

consent and/or provide them with opt-out rights, etc. 
– Obligations may stem from U.S. state or federal privacy law (GDPR) and companies 

should consider the evolving interpretation of automated decision-making, profiling, 
and other related concepts under state privacy laws. 

– Deletion rights or requests to remove data from ChatGPT-generated workstreams or 
the model itself.
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Risks of Using ChatGPT at Work

• Consumer Protection Rights

• IP Risks:
– Who owns content created by ChatGPT? Is it unprotected?
– Might the content generated by ChatGPT be considered a derivative work of copyrighted 

works used to train the model?
– What licensing obligations apply to software submitted to ChatGPT to generate new 

code?
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Privacy Concerns with ChatGPT

• ChatGPT taken offline briefly in March 2023 due to security incident – Source
– A “small percentage” of users could see other active users’ conversation history

• ChatGPT temporarily banned in Italy due to privacy concerns of data collection 
and storage under GDPR - Source
– More EU countries could follow? France, Germany, and Ireland have indicated interest or 

are already investigating

• Some companies are banning or limiting the use of ChatGPT by their employees 
- Source
– JP Morgan employees reportedly banned from using ChatGPT for work

– Many companies, including Amazon, Verizon, Accenture already have policies that don’t 
allow employees to enter confidential information into the chat box
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ChatGPT Employment Considerations

• ChatGPT is increasingly used by employees to perform work-related tasks:
– Draft job descriptions

– Come up with icebreakers, make meeting agendas

– Make presentations

– Generate reports

• While it can be helpful to make time-consuming tasks more efficient, some of 
these uses could involve sensitive or confidential information such as client 
information or source code
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ChatGPT Employment Considerations, Other Risks

• Deep Fakes and Fake Photos of Employees engaged in inappropriate behavior on 
social media / Sexual Harassment Policy issues, enforcement and discipline 

• Entering any sensitive, personally identifiable, confidential, or trade secret 
information in ChatGPT’s chat box could be considered a disclosure

• ChatGPT is a “blackbox” model: it is “arguably” too complex to understand how 
the data was interpreted for it to reach a certain conclusion
– This makes it difficult to check for bias, leading to increased risk if using for 

employment-related purposes

– Difficult to defend, as only the adverse impact can be seen; not the “intent” 
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ChatGPT Employment Anti-trust Considerations

• Antitrust considerations related to anti-competitive activity, i.e. Payroll mining/ sharing
– Increased opportunities for collusion, but without the smoky room (Sherman Act - Section 1) Increased scrutiny from antitrust regulators and 

an aggressive plaintiffs’ bar

– “Big Tech” continues to be a central focus and uniquely bipartisan target

– Recent antitrust developments in analogous or related spaces is informative 

– Machine learning is inherently dependent on scale; regulators warn great risk for “moats” and barriers to entry / DOJ’s Project Gretzsky

– Payroll collusion through payroll-monitoring / exchange of payroll information 

– Can chatbots access the conditions (e.g., payroll) other bots are using, to coordinate conditions?

– Using the chatbot to exchange information between competitors 

• Agreements between companies that compete for employees have always been subject to antitrust scrutiny. DOJ and the U.S. 
Federal Trade Commission (FTC) reiterated and expanded on this principle in 2016 by publishing "Antitrust Guidance for Human 
Resource Professionals.”  
file:///C:/Users/MP074736/Documents/Antitrust%20Guidance%20for%20Human%20Resources%20Professionals.pdf

• General Tech Sector crackdown litigation –DOJ sued Google in 11/22; FTC sued Facebook/ Meta and is reportedly now investigating 
Amazon.  DOJ submitting notices of intent to file statements of interest in “no poach” class actions.  

Source
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Bias In AI
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What is Bias in AI?

28

Bias in AI is a situation where an algorithm 
produces results that are biased/prejudiced due to 
assumptions in the machine learning process.

Examples include: 
• Gender
• Age
• Sexual orientation
• Race
• Disability
• Any other factor protected by applicable 
federal, state or local laws and ordinances



Sources of Bias in AI

29BIASED OUTPUTS

Human Bias
Human biases can affect the data that we produce and 
collect and can feed into the algorithms we create 

Algorithm Bias
When an algorithm produces results that are 
systematically prejudiced due to assumptions in the 
machine learning process

Data 
Bias

Algorithm 
Bias

Human 
Bias

RESULT

Data Bias
Where the AI has been trained on incomplete or 
imbalanced data that is not representative of the 
general population 



A Tech company used an AI tool to automate 
its recruiting process by rating applicants’ 
resumes based on the resumes of past and 
current employees.

The input data used was biased –
Used historical recruitment data from the last 
10-years. Males made up the majority of 
applicants and hired employees.

The output was therefore biased –
The recruiting system incorrectly learnt that 
male candidates were preferable. The system 
favored applicants based on words like 
“executed” or “captured” that were more 
commonly found on men’s resumes, and 
penalized resumes that included the word 
“women”.

Data Bias 
Example

3
0



A healthcare provider used an algorithm to 
review data from over 200 million people to 
predict which patients would likely need extra 
medical care.

The algorithm was biased –
The algorithm’s designers used previous patients’ 
health care spending as a proxy for medical 
needs. This was a bad interpretation of historical 
data because income and race are highly 
correlated metrics and making assumptions 
based on only one variable of correlated metrics 
led the algorithm to provide inaccurate results.

The output was therefore biased –
The algorithm was producing faulty results that 
favored white patients over black patients, 
reducing the number of black patients identified 
for necessary additional care.

Algorithm Bias 
Example

3
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Why is AI Bias such a potential issue?

32

Is AI bias any worse than employees blindly 
following a corporate policy that has been based on bias? 

Arguably not – But wait! 

AI has the 
potential to increase 
bias issues as it can undertake 

decision making on a vast scale –
extrapolating individual or minor bias 

issues into potentially statistically 
significant issues, with major consequences

Some form of bias is likely to 
exist in a significant proportion of 

decision making



AI in Hiring and the 
Workplace



How AI Can Be Used in Recruiting and Hiring

• Problems in making hiring decisions
– Takes too long to review resumes

– Not enough qualified applicants

– What is a qualified applicant for this position at this employer (“good fit”)?

– Most predictors of employee performance are not effective

– Making the wrong decisions on hiring and promotions are expensive

– Companies are having a hard time finding qualified diverse candidates

– Find applicants who will stay a long time (and reduce the cost of hiring) – e.g., shorter 
commute time

• Is an algorithm the solution?
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How AI Can Be Used in Recruiting and Hiring

How can employers use Artificial Intelligence (AI)?

• Writing job descriptions

• Deciding where to post/advertise jobs

• Reading resumes and making first round of cuts

• Video interviewing and testing software
– Personality tests, playing games to make predictive assessments about an applicant’ts characteristics

– Use of facial and voice recognition (diction, tone, word choice, facial movements, gestures)

• Following up with candidates
– Chatbots can answer questions and automate email/test communications

• Selection of candidates
– AI predictions can compare data related to a job applicant to a model of a successful employee

• Employee monitoring
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AI in Hiring: Advantages

Integrating AI into the hiring process has advantages:

• Streamlined recruiting process, increased efficiency

• Can eliminate potential human bias:
– Male vs. female names
– “American” vs. “foreign” names
– White vs. Black names
– Asian vs. non-Asian names
– Which college an applicant attended

• Per the EEOC: Carefully designed and properly used AI can advance diversity
– Computers can be programmed not to look at names, gender, race, or age in deciding who to 

interview for a position and thus eliminate bias from the earliest stages of the hiring process
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AI in Hiring: The Problem

However, a poorly designed AI system can discriminate on a much larger scale:

• Even if the algorithm ignores demographic information, certain attributes 
correlate with demographics (e.g., age vs. “seniority”; zip code vs. 
race/ethnicity; college vs. gender/race/ethnicity)

• Biased inputs = biased outputs; AI can perpetuate past implicit and explicit bias 
of recruiters/managers

• AI can quickly learn to predict success based on factors that are not job related 
(e.g., “Jared” + lacrosse, or math + piano)

• Social media advertising of positions only to people of certain age groups
– Applicants never even learn of the opportunity to apply due to the algorithm
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AI in Hiring: The Problem

• How do you define a “desirable employee”?

• How does the programmer decide what characteristics make an employee “good”?
– e.g., ask the employer’s top performers to play brain games to determine the ideal candidate, 

then have the candidates play the same games to determine if they are suitable candidates
– Is this approach effective, or is the mindset of long-term confident employees different than 

that of an applicant?
– Are these attributes distinct from poor performers, or do both have the same attributes?
– Is this distorted by prior hiring decisions?

• An employee who would be good for one job at one company under one manager 
with one team might not be good for another job at another company under a 
different manager working with a different team

• No data on candidates who were not hired and general lack of historic data
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AI in Hiring: Diversity

• Is AI good or bad for diversity?

• Will the desire to increase racial and gender diversity, particularly in the tech 
industry, lead to increased use of AI in finding and hiring candidates?
– One of the biggest issues is finding diverse candidates.

– Would it be inappropriate for a computer to look at the photos of people on LinkedIn 
to determine if they are diverse? At what stage in the application process?

• Will the shift from traditional talent-evaluation processes to algorithmic 
processes that claim to remove bias from the hiring process result in more 
diversity? Adversarial networks can remove predictions that correlate to 
protected class data
– Removing obvious data sources that correlate to protected class data has been proven 

to be insufficient
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Risks – Fairness

• Hiring and firing have serious consequences and society demands fairness
– Employers are expected to be able to explain and justify the practices they use

• Distrust of AI
– Users can’t see and understand how decisions are made

– The public distrusts artificial intelligence in hiring

• Importance of transparency, particularly in promotion and pay decisions
– Will employees perform as well if promotion and pay decisions are made by a computer 

rather than their supervisor?
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Risk of Discrimination Lawsuits

• Does use of AI reduce the role of the individual hiring managers’ biases or does 
it reproduce and deepen systemic patterns of discrimination reflected in today’s 
workforce data?

• Algorithmic bias, leading to discrimination claims

• Algorithms are backward-looking and may reflect and repeat past biases
– If men or whites had higher performance review scores in the past, when there were 

fewer women or minorities in the workplace, does that mean the company should hire 
men over women and whites over minorities?

– Do performance review scores reflect the biases of the scorer?
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Risk of Discrimination Lawsuits

• Disparate treatment: intentional discrimination based on a protected 
characteristic

• Disparate impact: using a facially neutral practice that has a disparate impact 
on a protected characteristic – e.g., hiring people living in zip codes close to the 
office
– Discriminatory in operation

– Compare the selection rates for minority and non-minority candidates to see if they are 
“statistically significant” and not likely the product of chance

– Does, for example, the algorithm give a lower score to women, or a lower score to 
attributes disproportionately associated with women?
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Risk of Discrimination Lawsuits

• Can the employer show the practice is job-related and consistent with business 
necessity?
– Is the sought-after trait job-related?

– Does the algorithm accurately predict future job performance?

– Or is it a proxy for discrimination?

• Can the employer prove that its algorithm meets these requirements?
– Will the developer of the algorithm be willing to share this information with a jury?

• Is there a less discriminatory alternative?
– Are there other tests or section devices that would also serve the employer’s 

legitimate interests?
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Risk of Class Actions

• Failure to hire claims are usually individualized and thus not suitable for a class 
action

• But will the use of AI create a common issue that makes the case a good 
candidate for a class action?

• Vendors and companies that use AI need to be prepared to defend their use of 
algorithms in hiring to ensure that there is no implicit or unintended bias

• Companies that hire AI vendors should carefully negotiate their contracts with 
the vendors to obtain representations as to the product’s fairness and 
indemnification and cooperation provisions in the event of a lawsuit or 
government investigation
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Risk of Disability Discrimination

• US law protects job applicants from disability discrimination and requires that 
applicants with a disability be accommodated

• The ADA and state and local laws also limit an employer’s ability to make 
disability-related inquiries at the recruiting stage

• Applicants may have disabilities that are negatively impacted by AI tools, 
particularly speech patterns, facial expressions, or disabilities that affect 
movements

• The further a job evaluation strays from the essential functions of the job, the 
more likely it is to be discriminatory
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EEOC Guidance on AI and Disability 

The EEOC issued guidance on the application of ADA to AI tools in employment warning 
employers that using algorithms and artificial intelligence in making hiring decisions can result 
in discrimination based on disability. ADA violations can include:

• Not providing “reasonable accommodation” for applicants/employees to be rated 
fairly by algorithm
– Applicant with manual dexterity issues has trouble using keypad, and may need an oral test
– Use of chatbots by blind applicant
– Applicant with gap in job history due to a disability
– Applicants with speech impediments

• Intentionally or unintentionally “screening out” individuals with disability even if they 
could perform the duties of the job with an accommodation

• Adopting a decision-making tool that violates ADA restrictions on medical-related 
inquiries or examinations
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Recent AI in Employment Litigation

• Mobley v. Workday, Inc., No. 23-cv-00770 (N.D. Cal. 2023)
– Employment class action complaint alleges that Workday’s applicant screening tool 

unfairly discriminates against Black applicants, individuals older than 40, and 
individuals with disabilities

• EEOC v. iTutorGroup, Inc., et al., No. 1:22-cv-02565 (E.D.N.Y. 2022)
– iTutorGroup is an online tutoring service that teaches English to students in China
– Complaint alleges that their application software to hire potential tutors asked for 

applicant’s birthdays and automatically rejected female applicants 55 or older and 
male applicants 60 or older
– One applicant was rejected when using her real birthday, then offered an 

interview when using a more recent birthday with an otherwise identical 
application

47



Regulatory 
Developments



EEOC Enforcement

• Under the Biden administration, the EEOC is stepping up its enforcement efforts 
in the area of AI and machine learning-driven hiring tools
– Office of Science and Technology Policy announced an AI “Bill of Rights” to guide the 

development and use of AI – see press release

• The EEOC recently announced that it is launching an initiative to ensure that AI 
and other emerging tools used in hiring and other employment decisions comply 
with federal civil rights laws

• EEOC Guidance on the application of the ADA to AI tools in employment on May 
12, 2022
– Definitions of key terms

– Identification of potential violations

– “Promising Practices” for employers 
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New York City Law

• Enforcement of the New York City AI Law was initially slated to begin on 
Jan. 1, 2023; postponed enforcement until July 5, 2023.

• Makes it unlawful for an employer to use an automated employment 
decision tool (“AEDT”) to screen candidates for employment or promotion in 
New York City unless: 
• The tool has undergone an independent bias audit no more than one year prior to 

its use; 
• A summary of the most recent bias audit is made publicly available on the 

employer’s or employment agency’s website; and 
• For NYC residents: The employer notifies the candidate at least 10 business days 

in advance of the interview that AI will be used, the job qualifications and 
characteristics that the tool will assess, and instructions for how to request an 
alternative selection process.
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New York City Law

• An AEDT is any process “derived from machine learning, statistical modeling, data 
analytics, or artificial intelligence, that issues simplified output, including a score, 
classification, or recommendation, that is used to substantially assist or replace 
discretionary decision making.” 
– “Substantially assist” means the AEDT’s output is weighted more than any other criteria in the 

evaluation set or overrules conclusions derived from other factors, such as human decision-
making.

• “Employment decision” means “to screen candidates for employment or employees 
for promotion within the city.”

• Employees or candidates who reside in the city must be notifed. Notice is not based 
on where the job is, so companies need to check where candidates reside.

• Fines can be issued for each day an employer used an AEDT in violation of the law or 
fails to provide notice to candidates as required by the law.
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State and Local Laws on Artificial Intelligence

• Alabama Act No. 2021-344: Established counsel to review issue and advise the government on use 
and development of AI

• Colorado SB 22-113: Prohibits insurers from using external consumer data in a way that unfairly 
discriminates. 

• Mississippi HB 633: Requires instruction on AI and machine learning in K-12 curriculum.
• Illinois 820 ILCS 42: Amends the AI Video Interview Act, requires disclosure and consent and 

reporting data to the state government. 
• Maryland HB 1202: Regulates use of facial recognition in interviews without written consent
• Vermont HB 410: AI Commission to support “ethical use of development” of AI
• Washington SB 5693, Massachusetts HB 119 (pending): Create automated decision-making 

working group/commission
• Hawaii HB 454 (pending): Establish an income tax-credit for investment in business that develop 

cybersecurity and AI
• Washington DC B24-0558 (pending): Stop Discrimination by Algorightms Act would prohibit orgs 

from knowingly or unknowingly using algorithms that make decisions based on protected personal traits
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Conclusion – How to 
Protect Yourself



Best Practices

• Job candidates and employees should be informed of AI tools being used in their 
selection process or evaluations.

• On the flip side, you may want to ask for confirmation that candidates did not 
use AI to produce application materials such as writing resumes or cover letters.

• Have accommodation plans if the candidate discloses that they have a disability.

• Make sure you have a diverse applicant pool before the intervention of AI and 
consider hiring an industrial organization psychologist to conduct validation 
research.

• Check the results of the use of the tool and compare to human decision makers’ 
results.
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Best Practices (cont.)

• Be actively involved in selecting the vendor and understanding the tools. Make sure the systems 
are not biased and can be audited.
– We have a list of experts who can conduct audits and a list of what a good audit should include.

– Make sure to vet vendors, including recruiting companies

– Ensure that vendors are addressing reasonable accommodations in the recruiting/ hiring process. 

• Try to get indemnification from the AI companies, or at least representations that their tools are 
unbiased and their cooperation in defending against claims.

• Make sure you comply with NY City law for all residents of NY and that you know where 
applicants live.

• Update data retention policies to comply with privacy laws.

• Stay informed regarding pending legislation to ensure AI tools are consistent with federal, state, 
and local law.
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Potential ChatGPT Policies

•Risk Rating – Assessment criteria
•Inventory/Usage Tracking 
•Content Labelling 
•Content Transparency 
•Training 
•Monitoring
•Reporting and Questions
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Content of ChatGPT and AI Policies

Company policies to address the use of ChatGPT and AI should take these diverse risks 
into account and be the result of a collaborative, multi-disciplinary review.

• Address patent and copyright issues that could emerge from using the product of an 
AI tool (whether it is ChatGPT or an AI image generator like DALL-E)

• Address employment discrimination concerns that could come from the use of 
ChatGPT in any hiring or employment decision

• Address concerns of confidential information or trade secrets being disclosed through 
the use of AI tools

• Address and write contracts with third-party AI providers engaged in business with 
your company and consider arbitration agreements with class action waivers, etc. 

• Potentially include prevention of Antitrust issues – prevention related to payroll / 
compensation determinations
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Recommended Language for AI Usage Policies

• Define terms and which AI tools fall under the policy

• Include usage guidelines and best practices, for example:
– Don’t: input personally identifiable/proprietary/confidential/trade secret information, use 

ChatGPT for applicant and employee decision-making, use AI without consulting with 
management or legal team (or both!)

– Do: make sure there is a human in the loop, understand that the algorithm may itself 
have biases, be aware of any copyright/ownership rights of product being generated by 
AI, contact legal team with questions

• Include a section on employment and personnel decision-making specifically
– AI chatbots and ChatGPT should never be used for any decision-making that impacts 

the employment of any applicant or current employee (hiring decisions, promotions, 
compensation, etc)
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Exemplary ChatGPT Policy: As Written by ChatGPT

1. Purpose: The purpose of this policy is to provide guidelines for the appropriate use of ChatGPT, an artificial intelligence language model, in the workplace. ChatGPT is a powerful 
tool that can enhance productivity and efficiency in many aspects of our business. However, it must be used responsibly and ethically to ensure the protection of our company's 
sensitive information and the privacy of our employees and clients.

2. Scope: This policy applies to all employees, contractors, and third-party vendors who have access to ChatGPT in the course of their work.

3. Acceptable Use: ChatGPT may be used for the following purposes:
 Researching and gathering information for work-related tasks
 Assisting with writing and editing documents, emails, and other correspondence
 Providing language translation services
 Answering frequently asked questions from employees or clients
 Analyzing data and generating reports
 Providing customer service and support
 Conducting market research and analysis

4. Prohibited Use The following uses of ChatGPT are strictly prohibited:
 Using ChatGPT for personal tasks or entertainment
 Sharing confidential or sensitive information with ChatGPT that is not necessary for work-related tasks
 Using ChatGPT to discriminate or harass employees, clients, or third parties
 Using ChatGPT to engage in illegal activities or to circumvent company policies and procedures
 Modifying or altering ChatGPT in any way without authorization

5. Security and Privacy Employees who use ChatGPT are responsible for ensuring the security and privacy of the information they provide to ChatGPT. They must follow all company 
policies and procedures related to data security and privacy, including protecting passwords and other login credentials. Employees should never share their login credentials with 
others and should log out of ChatGPT when they are not actively using it.

6. Compliance Failure to comply with this policy may result in disciplinary action, up to and including termination of employment. Any suspected violation of this policy should be 
reported to the appropriate supervisor or manager immediately.

7. Policy Review This policy will be reviewed on an annual basis or as needed to ensure that it remains relevant and effective. Any changes to this policy will be communicated to all 
employees in a timely and clear manner.

By using ChatGPT, employees acknowledge that they have read, understood, and agreed to abide by this policy.
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Resources and Related Links

• EU Regulatory framework proposal on artificial intelligence 

• Algorithmic Accountability Act of 2022 

• FTC Inquiry into Cloud Computing Business Practices

• EEOC Guidance on the application of ADA to AI tools in employment 

• CA Civil Rights Department Proposed Modifications to Employment Regulations Regarding 
Automated-Decision Systems

• Morgan Lewis – Thinking About Implementing AI in 2023? What Organizations Need to Know

• Morgan Lewis – NYC Postpones Enforcement of AI Bias Law Until April 2023 and Revises 
Proposed Rules 

• Morgan Lewis – New York City Issues Final Rule on AI Bias Law and Postpones Enforcement to 
July 2023
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https://digital-strategy.ec.europa.eu/en/policies/regulatory-framework-ai
https://www.congress.gov/117/bills/s3572/BILLS-117s3572is.pdf
https://www.ftc.gov/policy/advocacy-research/tech-at-ftc/2023/03/inquiry-cloud-computing-business-practices-federal-trade-commission-seeking-public-comments
https://www.eeoc.gov/laws/guidance/americans-disabilities-act-and-use-software-algorithms-and-artificial-intelligence
https://calcivilrights.ca.gov/wp-content/uploads/sites/32/2023/02/Attachment-C-Proposed-Modifications-to-Employment-Regulations-Regarding-Automated-Decision-Systems.pdf
https://www.morganlewis.com/pubs/2023/01/thinking-about-implementing-ai-in-2023-what-organizations-need-to-know
https://www.morganlewis.com/pubs/2023/01/nyc-postpones-enforcement-of-ai-bias-law-until-april-2023-and-revises-proposed-rules
https://www.morganlewis.com/pubs/2023/04/new-york-city-issues-final-rule-on-ai-bias-law-and-postpones-enforcement-to-july-2023
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Our lawyers have long been trusted 
advisers to clients navigating the complex 
and quickly changing global framework 
of international sanctions. Because 
companies must closely monitor evolving 
government guidance to understand what 
changes need to be made to their global 
operations to maintain business continuity, 
we offer a centralized portal to share our 
insights and analyses.

To help keep you on top of 
developments as they 
unfold, visit the website at
www.morganlewis.com/
topics/ukraine-conflict

To receive a daily digest 
of all updates, please visit 
the resource page to 
subscribe using the 
“Stay Up to Date” button.
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